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**内容简介：**

* **为有关算法在法律裁决中所起作用的新兴讨论提供了支撑和依据**
* **为政府决策中的关键领域中人与算法的更佳互动提供了蓝图**
* **明确了人类决策与算法决策所引发的担忧，并针对未来案例提出了具有特定背景的建议**
* **建立了一套完善的裁决理论，明确了人类参与所体现的价值观**

想象一下，年轻人埃里克被判犯有与帮派有关的罪行：他在朋友实施的抢劫现场被警方发现。量刑法官现在需要做出决定。由于不知道埃里克是否对公众构成风险，她便采用了基于个体特征与犯罪活动之间的关联而制定的一套算法风险评估规则——这套规则能预测再次犯罪的可能性。埃里克是一个尽职尽责的公民，以前从未触犯过法律。然而，他在寄养家庭长大，该地区的犯罪率、贫困率和居住不稳定率很高——算法将这些事实归因于高风险评分。法官建议判处尽可能长的刑期，并延长释放后的监督时间。

为什么这很重要？最常见的回答是：因为它与不平等有关，这种不平等通过“偏见”或“歧视”的表述得以体现：使用算法所产生的影响可能会加剧基于种族、性别或社会经济状况等因素而产生的不合理的人际差异。

通过各种案例研究，并在此过程中提出明确的政策建议，《人工正义》揭示了我们可能不得不反对使用统计算法来分配政策决策负担的原因。它认为，这些原因超出了平等主义的担忧。重要的是，它们包括源于个人选择价值的原因——有机会通过适当的选择来影响发生在我们身上的事情，并有能力很好地行使这些选择。

这本书探讨了当我们使用统计算法来决定如何对待他人时，个人面临的风险的实质性原因，并就人机交互的范围和性质提出了强有力的政策建议。《人工正义》是一本引人入胜且易于理解的文本，它为广泛的跨学科学者、学生和其他有兴趣了解算法正义的人提供了大量有价值的内容。
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**全书目录：**

1. 简介

2. 相关性

3. 平等

4. 选择

5. 透明度

6. 结语

**感谢您的阅读！**

**请将反馈信息发至：版权负责人**

**Email**：**Rights@nurnberg.com.cn**

安德鲁·纳伯格联合国际有限公司北京代表处

北京市海淀区中关村大街甲59号中国人民大学文化大厦1705室, 邮编：100872

电话：010-82504106, 传真：010-82504200

公司网址：[http://www.nurnberg.com.cn](http://www.nurnberg.com.cn/)

书目下载：<http://www.nurnberg.com.cn/booklist_zh/list.aspx>

书讯浏览：<http://www.nurnberg.com.cn/book/book.aspx>

视频推荐：<http://www.nurnberg.com.cn/video/video.aspx>

豆瓣小站：<http://site.douban.com/110577/>

新浪微博：[安德鲁纳伯格公司的微博\_微博 (weibo.com)](https://weibo.com/1877653117/profile?topnav=1&wvr=6)

微信订阅号：ANABJ2002

